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 Consider the following performance surface: 

𝑭ሺ𝑿ሻ ൌ 𝟐𝒙𝟏
𝟐 ൅ 𝟓𝒙𝟐

𝟐 െ 𝟑𝒙𝟏𝒙𝟐 

Assuming an initial point of (1,2) perform two steps of the steepest decent and show the 

result after each step. Assume learning rate   𝜶 ൌ 𝟎. 𝟐  
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 Consider the following performance surface: 

𝑭ሺ𝑿ሻ ൌ 𝒙𝟏
𝟐 ൅ 𝟒𝒙𝟐

𝟐 െ 𝟐𝒙𝟏𝒙𝟐 ൅ 𝒙𝟏 െ 10 

Assuming an initial point of (2,1) perform two steps of the steepest decent and show the 

result after each step. Assume learning rate   𝜶 ൌ 𝟎. 𝟓  
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 Consider the following performance surface: 

𝑭ሺ𝑿ሻ ൌ 𝟓𝒙𝟏
𝟒 െ 𝒙𝟐

𝟑 ൅ 𝟑𝒙𝟐 െ 𝟓𝒙𝟏 ൅ 𝟔 
 
Take two steps of the steepest descent algorithm, minimizing along a line to calculate 

alpha. Use the following initial point: ቂ1
2

ቃ  

Show the resulting position after each step. 
Hint: Direction along a line is in the direction of gradient 

Position after the first step is: 

Position after the second step is: 
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 Consider the following performance surface 

𝑭ሺ𝑿ሻ ൌ 𝟐𝒙𝟏
𝟐 െ 𝟔𝒙𝟏𝒙𝟐 ൅ 𝟓𝒙𝟐

𝟐 ൅ 𝟒𝒙𝟏 ൅ 𝟑𝒙𝟐 

Given the initial point ቂെ2
1

ቃ , take one step in the direction of ቂ5
1

ቃ minimizing along a line 

to calculate alpha.  
a. Show the resulting position after the step. 

 

Position after the first step is: 

 
 
 
 
 
 
 
 
 
 

b. Show that the gradient of 𝑭ሺ𝑿ሻ at the point after the first step is orthogonal to the 
direction along which the minimization occurred. 
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 Consider the following performance surface: 

𝑭ሺ𝑿ሻ ൌ 𝟐𝒙𝟏
𝟐 െ 𝟓𝒙𝟐

𝟐 ൅ 𝟑𝒙𝟏𝒙𝟐 ൅ 𝟔 
 
Take one steps of the steepest descent algorithm, minimizing along a line to calculate 

alpha. Use the following initial point: ቂ2
1

ቃ  

Show the resulting position after one step. 

Position after one step is: 

 
  



 

CSE-5368 Neural Networks 
Exercise Problems 05 

 

Page 6 of 6 
 

1. Consider the following performance surface 

𝑭ሺ𝑿ሻ ൌ 𝟐𝒙𝟏
𝟐 ൅ 𝒙𝟐 െ 𝟑𝒙𝟏𝒙𝟐 

Given the initial point ቂ𝟐
𝟏

ቃ , take two steps of the steepest descent algorithm, 

minimizing along a line at each step. 
 
Show the resulting position after each step. 
 


